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Abstract

A stochastic optimal control problem is formulatedand explicitly solved
in a real hyperbolic space of dimension three. The problem is to control
Brownian motion in this noncompact symmetric space by a drift vector field
so that the controlled diffusion remains close to the origin. This problem
modifies a previous explicitly solvable control problem of the author to
provide a more enhanced formulation and solution. The stochastic control
problem is solved by finding a smooth solution to the Hamilton-Jacobi
equation.

1. Introduction

While a sizable amount of research in stochastic optimal control has
been performed, there are only a relatively few examples of controlled dif-
fusions where the optimal control is expressed explicitly as a function of
the state. In [1] a stochastic optimal control problem is formulated and
explicitly solved where the controlled diffusion is Brownian motion plus
a drift control in the real hyperbolic three space H3(R). This problem
seems to be the first example of an explicitly solvable stochastic control
problem for a controlled diffusion in a noncompact manifold with nonzero
curvature. The objective is to control Brownian motion with a drift vector
field so that it remains close to the origin of H*(R). The cost functional
uses the hyperbolic cosine function in a basic way because this function is
an eigenfunction for the radial part of the Laplace-Beltrami operator on
H3(R). However, the control problem in [1] has three less than desirable
properties. The cost functional is not zero at the origin with no control, the
optimal control has a singularity at the origin and the finite time interval
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for the optimal control is not arbitrary. In this paper these three, somewhat
undesirable, properties are eliminated though the controlled diffusion has
the same form.

2. Preliminaries and Main Result

Real hyperbolic three space, H3(R), is a noncompact symmetric space
of rank one that is described as the following quotient of semisimple Lie
groups

H3(R) ~ SL(2,C)/SU(2) (1)

For the analysis of the stochastic control problem it is useful to have a ge-
ometric model for H3(R). While various geometric models exist for H3(R),
the unit ball model

B1(0) = {y € R*Jy| < 1}, (2)

where | - | is the usual Riemannian metric in R3, is particularly convenient
here. B;(0) with the Riemannian structure

ds?® = 4(1 — |y|?)"2(dy? + dy3 + dy?) (3)

has constant sectional curvature —1. It is well known that any space of
constant negative curvature is globally trivial, that is, it is globally diffeo-
morphic to Euclidean space.

Geodesic polar coordinates for H?(R) at the origin, denoted by 0, are
a useful coordinate system. These coordinates are defined by the map

ExpoY +—— (r,6041,05) (4)

where Y € ToH3(R),r = |Y|o with |- |o the Riemannian metric at 0 and
(01,02) are coordinates of the unit vector Y/|Y|p. In these coordinates the
Riemannian structure (3) is

ds* = dr? + (sinh r)?do? (5)

where do? is the Riemannian structure on the unit sphere in ToH?(R) (e.g.

[4])-

The controlled diffusion process has the infinitesimal generator

1 0
5AH3(R) + UW (6)

where Agsg) is the Laplace-Beltrami operator on H3(R). The cost func-
tional for the stochastic control problem is

T
J(U) = Ey ), /a sinh? @ + (cosh2 %) Ut)ydt (7)
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where (Y (t), t € [0,T1]) is the controlled diffusion in geodesic polar coordi-
nates with infinitesimal generator (6) and a > 0. For notational simplicity
the dependence of this diffusion on the control has been suppressed. Since
the cost functional with the control fixed is invariant under the action of
the maximal compact subgroup SU(2), that is, it is constant on each sphere
with center 0 in the unit ball model, it suffices to consider the controlled
diffusion projected to the positive Weyl chamber, {r:r > 0}, which has the
infinitesimal generator

2
0 _10 —l—cothrﬁ—i—u2 (8)

Ao + =
9 TH(R) “ar T 20r2 or or

and satisfies the stochastic differential equation

dX (t) = (coth X () + U(t))dt + dB(t) (9)
X(0) =[Y(0)o

The differential operator AHs(R) is called the radial part of the Laplace-
Beltrami operator Ays gy [4].

An admissible control at time ¢ is a Borel measurable function of Y (¥)
such that the stochastic differential equation whose infinitesimal generator
is (6) has one and only one strong solution. By the invariance of the cost
functional under the action of the maximal compact subgroup SU(2), it
suffices to consider controls at time ¢ that are Borel measurable functions
of X(¢) so that the solution of the stochastic differential equation (9) has
one and only one strong solution.

Initially it is necessary to verify that the stochastic control problem
(6-7) is well posed, that is, there is at least one control that gives a finite
value to J(U) in (7).

Lemma. Let (X(t), t > 0) be the diffusion process on Ry with the in-
finitesimal generator %AHS(R), that is, the unique strong solution of (9)
with U(t) = 0. Then

T ~
X(t
Ex (o) / a sinh? #dt < o0 (10)
0

This lemma is easily verified so the proof is not included here (e.g.,

21)

The solution of the stochastic control problem (6-7) is given now.

Theorem. The stochastic optimal control problem described by (6-7) has
an optimal control U* that is

U (5,) = —(s) tanh Jylo (1)
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where s € [0,T], y is given in geodesic polar coordinates (4) and g is the
unique positive solution of the Riccati differential equation

dg 3 1,

- —q — — = O

gs T29 79 e (12)
9(T) =0

Proof. It is well known (e.g., [3]) that the Hamilton-Jacobi or dynamic
programming equation for the control of a diffusion process is

ow .
0= — + min
0s veU

[AY(s)W + L(s, z,v)] (13)
where AV is the infinitesimal generator of the diffusion using the control
v, and L is the integrand of the cost functional. To apply a verification
theorem (p. 139 [3]) to the problem here, it is required that the solution W
of (13) with the boundary condition W (s,y) = 0 for (z,y) € {T} x H3(R)
is CY2[(0,T) x H*(R)] and continuous on [0, 7] x H?(R).

Since the integrand of the cost functional as a function of the state
with the control fixed is invariant under the action of the maximal compact
subgroup SU(2), the Hamilton-Jacobi equation (13) can be reduced to the

radial part of the infinitesimal generator (6) as

ow
0=——
0s
2
+min 5—68:2[/ + cothr—a;f + U%_Vf + a sinh? g + v* cosh? g (14)

Performing the minimization in (14), it is clear that the candidate for
an optimal control is

-1 OW(s,r)
2 cosh? 5 or

U*(s,1) = (15)

Assume a solution W of (14) as
W (s,r) = g(s) sinh? % + h(s) (16)
It is useful to recall that
1
sinh? g = §(cosh r—1).
Substitute (16) in (14) to obtain
0 = ¢ sinh? g +h + Zg cosh r
15 . or . 9T
49 sinh 5 + a sinh 5
1
:sinh2g g'Jr;gf Zg2+a

(17)
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If g in (17) satisfies (12) and

3
W+2g=0
T (18)

h(T) =0

then (16) is a smooth solution to (14) that satisfies the boundary condition
W(s,y) = 0 for (s,y) € {T} x H*(R). The control (15) is an admissible
(optimal) control provided the stochastic differential equation (9) with this
control has one and only one strong solution in [0, 7.

Since the drift term of the stochastic differential equatin (9) is locally
smooth on (0,00) with the control (15) and the drift term is bounded as
r — 00, it suffices to show that

P(X*(t)=0 forsome te€[0,7])=0 (19)

where (X*(t), t € [0,T]) is the (local) solution of the stochastic differential
equation (9) with the control (15).

It is known (e.g., [6]) that the so-called two-dimensional Bessel process
with the infinitesimal generator

1/ d? n 1d

2 \dr?2  rdr
does not hit » = 0 at a positive time. This process can be defined as the
unique strong solution of the scalar stochastic differential equation

Az (t) = %(t)

dt + dB(t) (20)
where (B(t), t > 0) is a standard Brownian motion. There is a § > 0 such
that for r € [0,6] and t € [0, T

1 1
2 < cothr — §g(t) tanh r (21)

By localization of (X*(t), t € [0,T7]) to (0, ] and comparison of the stochas-
tic differential equations (9) and (20), it follows by a comparison theorem
(p. 352 [5]) that (19) is satisfied. This completes the proof.

A stochastic control problem in real hyperbolic n-space, H"(R), for
n > 3 can be formulated and solved in analogy to the problem here in
H3(R).

The optimal control is quite natural because if y is given in geodesic
polar coordinates then the distance of exp y from the origin in H3(R) is

[yl
tanh TO



18

T. E. Duncan

References

T. E. Duncan, A solvable stochastic control problem in hyperbolic
three space, Systems and Control Letters 8 (1987), 435-439.

T. E. Duncan, Some solvable stochastic control problems in non-
compact symmetric spaces of rank one, Stochastics and Stochastic
Reports 35 (1991), 129-142.

W. H. Fleming and R. W. Rishel, Deterministic and Stochastic Op-
timal Control, Springer-Verlag, 1975.

S. Helgason, Groups and Geometric Analysis, Academic Press, 1984.

N. Tkeda and S. Watanabe, Stochastic Differential Equations and
Diffusion Processes, North-Holland, 1981.

K. It6 and H. P. McKean, Jr., Diffusion Processes and Their Sample
Paths, Springer-Verlag, 1965.

This electronic publication and its contents are (©copyright
1992 by Ulam Quarterly. Permission is hereby granted to
give away the journal and its contents, but no one may
“own” it. Any and all financial interest is hereby assigned
to the acknowledged authors of individual texts. This noti-
fication must accompany all distribution of Ulam Quarterly.



