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Abstract

The aim of the paper is to prove a theorem about the existence of an
approximate solution to an abstract nonlinear nonlocal Cauchy problem in
a Banach space. The right-hand side of the nonlocal condition belongs to
a locally closed subset of a Banach space. The paper is a continuation of
papers [1], [2] and generalizes some results from [3].

1. Introduction

In papers [1] and [2] theorems about the existence and uniqueness of
solutions of abstract nonlinear nonlocal Cauchy problems in Banach spaces
were considered. To obtain those results the Banach theorem about the
�xed point and the method of semigroups were used. The aim of this
paper is to construct an approximate solution to an abstract nonlinear
nonlocal Cauchy problem in a Banach space under the assumptions that
the right-hand side of the di�erential equation does not satisfy any kind of
the Lipschitz condition and under the assumption that the right-hand side
of the nonlocal condition belongs to a locally closed subset of a Banach
space. To prove the main result of the paper a modi�cation of a method
used by Lakshmikantham and Leela (see [3], Section 2.6) is applied. To
apply so the modi�ed method a special kind of a locally closed subset of a
Banach space is established in the paper. The paper, analogously as in [1]
and [2], can be applied in physics.
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2. Preliminaries

Let E be a Banach space with norm k � k and let

B(a; �) := fx 2 E: kx� ak � �g ;

where a 2 E and � > 0.
To �nd an approximate solution for the Cauchy nonlocal problem con-

sidered in the paper we shall need the following:

Assumption (A1). F is such a subset of E that for each xo 2 F there exist
numbers r 2 (0;1) and " 2 (0; r), and there exists a sequence fxiog1i=1 �
Fo r fxog, where

Fo := F \B(xo; r);

such that

(i) Fo if closed in E; (1)

(ii) kxiok � kxi+1o k � kxok for all i = 1; 2; : : : ; (2)

(iii) kxio � xok �!
i!1

0; (3)

(iv) kxio � xok < " for all i = 1; 2; : : : (4)

It is easy to see that a subset F of a Banach space E satisfying As-
sumption (A1) must be a locally closed set.

Now, we shall give two examples.

Example 1. Let E = R2 with the Euclidean norm and let F = R� (0; c],
where c is a positive real number. Choose an arbitrary point xo = (x01; x02)
from F and choose a number r satisfying the condition 0 < r < x02. Next,
choose a number " such that 0 < " < r < x02 and de�ne a sequence fxiog1i=1,
where xio = (xi01; x

i
02) (i = 1; 2; : : : ), by the formulae

xi01 := x01 and xi02 := x02 � "

i+ 1
(i = 1; 2; : : :): (5)

Since

0 < x02 � "

i + 1
< x02 � "

i + 2
< x02 (i = 1; 2; : : : );

kxio � xok = "

i+ 1
(i = 1; 2; : : : )

and

kxio � xok � "

2
< " (i = 1; 2; : : : );
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then the sequence fxiog1i=1 given by (5) satis�es conditions (2), (3) and (4).
Additionally, the set (R � (0; c]) \ B(xo; r) is closed in E. Consequently,
sets E and F from this example satisfy Assumption (A1) and, therefore,
there exists a nonempty class of subsets F of a Banach space E such that
Assumption (A1) is satis�ed.

Example 2. Let E = R2 with the Euclidean norm and let F = (�1; 0]�
(�1; 0]. It is easy to see that for each xo 2 F there exists a r > 0 such that
condition (1) from Assumption (A1) holds, but for xo = (0; 0) there is not a
sequence fxiog1i=1 � Forfxog such that conditions (2){(4) from Assumption
(A1) hold simultaneously. Consequently, there exists a locally closed subset
of E such that conditions (2){(4) do not hold for this subset. Therefore,
to �nd an approximate solution for the nonlocal problem considered in the
paper it will be necessary to use Assumption (A1) in the next section.

In Section 3, under Assumption (A1) and under some assumptions
concerning a function f and constants to, T and k, an approximate solution
for the following abstract nonlocal Cauchy problem

x0(t) = f(t; x(t)); t 2 [to; to + T ];

x(to) + kx(to + T ) = xo 2 F
(6)

is studied.

3. Theorem About Approximate Solution

Theorem 1. Let E be a Banach space with norm k � k and let xo be an
arbitrary �xed element of a subset F of space E satisfying Assumption (A1).
Assume, additionally, that

(A2) k is a constant satisfying the condition

0 < jkj < r � "

r � "+ kxok :

(A3) f 2 C([to; to+T0]�F;E), where to is a real constant and To is a real
positive constant.

(A4) kf(t; x)k � M �1 for (t; x) 2 [to; to+To]�Fo, where M is a constant
satisfying the inequality M > 1.

(A5) T := min
n
T0;

r�"
M

(1� jkj)� kxok
M

jkj
o
.

(A6) lim inf
h!0+

1
hd(x+ hf(t; x); F ) = 0 for (t; x) 2 [to; to + To]� F .

(A7) F� =
n
a 2 Fo:

xio�a
k 2 F (i = 1; 2; : : : ), lim inf

h!O+

1
h

a + hf(to ; a)�
x1o�a
k

 = 0 and lim inf
h!O+

1
h

xi�1o �a
k + hf

�
t;

xi�1o �a
k

�
� xio�a

k

 = 0 for

t 2 (to; to + T ] (i = 2;3; : : : )
o
6= ;.



4 Ludwik Byszewski

(A8) f"ng1n�1 is a sequence of numbers belonging to the interval (0;1) and
satisfying the condition lim

n!1 "n = 0.

Then, for each natural n, problem (6) has "n-approximate solution
xn(t) on [to; to + T ] into B(xo; r) such that the following conditions hold:

There is a sequence ftni g1i=0 in [to; to + T ] such that

(i) tno = to, t
n
i � tni�1 � "n (i = 1; 2; : : : ) and lim

i!1
tni = to + T ;

(ii) xn(to) 2 F�, xn(to) + kxn(tni ) = xio 2 Fo r fxog (i = 1; 2; : : : ),
xn(to) + kxn(to + T ) = xo 2 Fo and kxn(t) � xn(s)k � M jt � sj for
t; s 2 [to; to + T ];

(iii) xn(t
n
i ) 2 Fo and xn(t) is linear on [tni�1; t

n
i ] (i = 1; 2; : : : );

(iv) If t 2 (tni�1; tni ), then kx0n(t) � f(tni�1; xni�1)k � "n (i = 1; 2; : : :);

(v) If (t; y) 2 [tni�1; t
n
i ] � Fo, with ky � xn(tni�1)k � M (tni � tni�1), then

kf(t; y) � f(tni�1; xn(t
n
i�1))k � "n (i = 1; 2; : : : ).

Proof. Let n be an arbitrary �xed natural number. We shall construct
sequences xn(t) and ftni g1i=0 by induction on i.

First of all we shall construct "n-approximate solution xn(t) on [to; tn1 ].
For this purpose let

tno := to (7)

and let xn(to) be an arbitrary chosen �xed element of F�, i.e.,

xn(to) 2 Fo and
xio � xn(to)

k
2 F (i = 1; 2; : : :); (81)

lim inf
h!O+

1

h

xn(to) + hf(to; xn(to)) � x1o � xn(to)

k

 = 0 (82)

and

lim inf
h!0+

1

h

xi�1o � xn(to)

k
+ hf

�
t;
xi�1o � xn(to)

k

�
� xio � xn(to)

k

 = 0

for t 2 (to; to + T ] (i = 2; 3; : : : ): (83)

The choice of xn(to) is possible according to Assumption (A7).
Next, choose

�n1 2 [0; "n] (9)

such that �n1 is the largest number that the following conditions hold:

(a1) �n1 � T ;

(b1) If t 2 [to; to+ �n1 ] and y 2 Fo with ky� xn(to)k �M�n1 then kf(t; y)�
f(to ; xn(to))k � "n;

(c1) d(xn(to) + �n1 f(to; xn(to)); F ) � "n
2 �

n
1
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and

(d1)
xn(to) + �n1 f(to; xn(to))� x1o�xn(to)

k

 � "n�
n
1 .

The above choice is possible, by the fact that f 2 C([to; to + T0] � F;E),
according to Assumption (A6) and by (82).

Now, de�ne
tn1 := to + �n1 (10)

and

xn(t
n
1 ) :=

x1o � xn(to)

k
: (11)

Since �n1 > 0 then, from (10), tn1 > to and, consequently, by (7), (9) and
(10), condition (i) holds for i = 1.

Moreover, by (11) and (81),

xn(t
n
1 ) 2 F: (12)

Additionally, from (d1) and from (10){(12),

kxn(to) + (tn1 � to)f(to ; xn(to)) � xn(t
n
1 )k � "n(t

n
1 � to): (13)

Next, de�ne

xn(t) =
xn(tn1 )� xn(to)

tn1 � to
(t� to) + xn(t0) for t 2 [to; t

n
1 ]: (14)

If t; s 2 [to; tn1 ] then by (14) and (13), by the assumption that f"ng �
(0; 1), and by Assumption (A4),

kxn(t) � xn(s)k � kxn(tn1 )� xn(to)k
tn1 � to

jt� sj
� [kf(to; xn(to))k + "n] jt� sj
� [kf(to; xn(to))k + 1] jt� sj
� M jt� sj;

(15)

which shows that xn(t) satis�es the Lipschitz condition on [to; t
n
1 ]. This,

together with (81), (11) and Assumption (A1), means that condition (ii)
holds for i = 1.

Now, we shall show that xn(tn1 ) 2 Fo. For this purpose observe that,
from (11), (4), (15), (10) and (a1),

kxn(tn1 ) � xok � kxn(tn1 ) � x1ok+ kxo � x1ok
� kxn(tn1 ) � xn(to) � kxn(t

n
1 )k+ "

�M (tn1 � to) + jkj kxn(tn1 )k+ "

�MT + jkj kxn(tn1 )k+ ":

(16)
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Simultaneously, by (11),

kxn(to)k � kx1ok+ jkj kxn(tn1 )k (17)

and, by (15), (10) and (a1),

kxn(tn1 ) � xn(to)k � MT:

Consequently,
kxn(tn1 )k �MT + kxn(to)k: (18)

Therefore, from (18) and (17),

kxn(tn1 )k � MT + kx1ok+ jkj kxn(tn1 )k:

Hence, by Assumption (A2),

kxn(tn1 )k �
MT + kx1ok

1� jkj : (19)

Then, from (16), (19), (2) and from Assumption (A5),

kxn(tn1 )� xok � MT + jkjMT + kx1ok
1� jkj + "

=
M

1� jkj T +
jkj

1� jkj kx
1
ok+ "

� M

1� jkj T +
jkj

1� jkj kxok+ "

� M

1� jkj
�
r � "

M
(1� jkj)� kxok

M
jkj
�
+

jkj
1� jkj kxok+ "

= r � "� jkj
1� jkj kxok+

jkj
1� jkj kxok+ " = r:

(20)

Consequenty, by (12), (20) and by the de�nition of Fo, xn(t
n
1 ) 2 Fo. This,

together with (14), means that (iii) holds for i = 1.
If t 2 (to; t

n
1 ), then x0(t) exists and hence, from (14) and (13),

kf(to ; xn(to)) � x0n(t)k � "n:

Hence condition (iv) holds for t 2 (to; t
n
1 ).

Finally, if i = 1 then condition (v) is a consequence of condition (b1).
Assume now that i is a �xed natural number belonging to N r f1g,

xn(t) is de�ned on
�
to; t

n
i�1

�
, where tni�1 � to+ T , and conditions (i){(v) of

the thesis of Theorem 1 hold on
�
to; t

n
i�1

�
. Analogously as in the proof of
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Theorem 1 for i = 1, choose �ni 2 [0; "n] such that �ni is the largest number
satisfying the conditions:

(ai) tni�1 + �ni � to + T ;

(bi) If t 2 [tni�1; tni�1 + �ni ] and y 2 Fo with ky � xn(tni�1)k � M�ni , then
kf(t; y) � f(tni�1; xn(t

n
i�1))k � "n;

(ci) d(xn(tni�1) + �ni f(t
n
i�1; xn(tni�1)); F ) � "n

2 �
n
i

and

(di) kxn(tni�1) + �ni f(t
n
i�1; xn(t

n
i�1))� xio�xn(to)

k k � "n�
n
i .

Since �ni > 0 and
xio�xn(to)

k 2 F , then let

tni := tni�1 + �ni ; (21)

xn(t
n
i ) :=

xio � xn(to)

k
(22)

and

xn(t) :=
xn(tni )� xn(tni�1)

tni � tni�1
(t � tni�1) + xn(t

n
i�1) for t 2 [tni�1; t

n
i ]: (23)

Using a similar argument to the argument in the �rst part of the proof,
we obtain properties (i){(v) of the thesis of Theorem 1 for t 2 [to; tni ]. Par-
ticularly, if t; s 2 [tni�1; tni ], then by (23), (22), (21), (di), by the assumption
that f"ng � (0; 1), and by Assumption (A4),

kxn(t) � xn(s)k �
kxn(tni ) � xn(tni�1)k

tni � tni�1
jt� sj

� �kf(tni�1; xn(tni�1))k+ "n
� jt� sj

� �kf(tni�1; xn(tni�1))k+ 1
� jt� sj

� M jt� sj;

(24)

which shows that xn(t) satis�es the Lipschitz condition n [tni�1; t
n
i ]. There-

fore, to prove the Lipschitz condition on [to; tni ], it is enough to prove this
condition for

t < s; t 2 [to; t
n
i�1]; s 2 (tni�1; t

n
i ]: (25)

Since

kxn(t) � xn(s)k � kxn(t) � xn(t
n
i�1)k+ kxn(tni�1) � xn(s)k

� M (tni�1 � t) +M (s � tni�1) = M (s � t) = M jt� sj

for t, s satisfying (25), then xn(t) satis�es the Lipschitz condition on [to; tni ].
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To show that xn(tni ) 2 Fo, observe that, from (22) and (4), from (24)
for t; s 2 [to; tni ], and from (21) and (ai),

kxn(tni )� xok � MT + jkj kxn(tni )k+ ": (26)

But, by (22),
kxn(to)k � kxiok+ jkj kxn(tni )k: (27)

Simultaneously, from (24) for t; s 2 [to; tni ], (21) and (ai),

kxn(tni )k �MT + kxn(to)k: (28)

Therefore, by (28) and (27),

kxn(tni )k �MT + kxiok+ jkj kxn(tni )k:

Hence, from Assumption (A2),

kxn(tni )k �
MT + kxiok

1� jkj : (29)

Then, by (26), (29), (2) and Assumption (A5),

kxn(tni )� xok � MT + jkjMT + kxiok
1� jkj + "

� M

1� jkj T +
jkj

1� jkj kxok+ " � r:

(30)

Consequently, from the fact that xn(t
n
i ) 2 F , from (30) and from the de�-

nition of Fo, xn(t
n
i ) 2 Fo.

Arguing as in [3] (see [3], Section 2.6), we have that

lim
i!1

tni = to + T

and then
x(to + T ) = lim

i!1
xn(t

n
i ):

Therefore, there is an "n-approximate solution xn(t) on [to; to + T ] into
B(xo; r) such that conditions (i){(v) from the thesis of Theorem 1 hold.

Theorem 2. Suppose that the assumptions of Theorem 1 hold and that

lim
n!1xn(t) = x(t) for t 2 [to; to + T ]:

Then x(t) is a solution of problem (6) for t 2 [to; to + T ].
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Proof. Since the sequence fxn(t)g is equicontinuous for t 2 [to; to+T ], by
(ii) of the thesis of Theorem 1, it follows that fxn(t)g converges uniformly
to x(t) for t 2 [to; to + T ] and that x(t) is continuous for t 2 [to; to + T ].
Moreover, from thesis (i) and (ii) of Theorem 1,

x(to) + kx(to + T ) = xo;

and using similar argument as in [3] (see [3], the proof of Lemma 2.6.1), we
obtain that

x(t) = x(to) +

tZ
to

f(s; x(s))ds for t 2 [to; to + T ]:

This completes the proof of Theorem 2.
Last of all, we shall give the following:

Example 3. Let

E := R2; F := R � (�1; 0]

and let xo = (x01; x02) be an arbitrary point belonging to F such that
xo 6= (0; 0). Moreover, let x1o = (0; 0) and let xio = (xi01; x

i
02) (i = 2; 3; : : :)

be an arbitrary sequence belonging to the segment [x1o; xo] and satisfying
the conditions

kxiok � kxi+1o k � kxok for all i = 2; 3; : : :

and
kxio � xok �!

i!1
0:

Choose two numbers r and " such that

r > " > kx1o � xok = kxok:

Then
kxio � xok � kx1o � xok < " for all i = 2; 3; : : :

and, consequently, Assumption (A1) holds.
Let k be a real constant satisfying the condition

0 < jkj < r � "

r � " + kxok ;

to be a real constant, To be a positive constant and M be a constant such
that M > 1.
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Introduce an arbitrary function f belonging to C ([to; to + To]� F;E)
and satisfying the following conditions:

(i) lim inf
h!0+

1

h
d(x+ hf(t; x); F ) = 0 for (t; x) 2 [to; to + To]� F;

(ii) f(to; hb) := �b� b

k
(31)

and

f

�
t;
xi�1o � hb

k

�
:= �xi�1o � xio

hk
(i = 2; 3; : : :); (32)

where t 2 (to; to + T ], T := min
n
To;

r�"
M (1� jkj)� kxok

M jkj
o
, h > 0 and b

is an element of F such that

kbk � jkj
k + 1

(M � 1); hb 2 Fo and
xi�1o � hb

k
2 F r Fo (i = 2; 3; : : : );

(iii) kf(t; x)k �M � 1 for (t; x) 2 ([to; to + T ]� Fo)r f(to; hb)g:
Let a := hb. Then, from the above considerations:

(a) a 2 Fo;

(b)
xio � a

k
2 F r Fo (i = 1; 2; : : :);

(c) kf(to; a)k =
�b� b

k

 = k + 1

jkj kbk �M � 1;

(d)

a+ hf(to; a)� x1o � a

k

 =

hb+ h

�
�b� b

k

�
+

hb

k

 = 0;

(e)

xi�1o � a

k
+ hf

�
t;
xi�1o � a

k

�
� xio � a

k


=

xi�1o � hb

k
+ h

�
�xi�1o � xio

hk

�
� xio � hb

k


=

xi�1o

k
� xi�1o

k
+

xio
k
� xio

k

 = 0:

Consequently, Assumptions (A1){(A7) are satis�ed. Particularly, func-
tion f de�ned by formulae (31) and (32) satis�es Assumption (A7).
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